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Outline

* Review last lecture

« Definition of eigenvalues and
eigenvectors: AX = AX

« Use Det[A — IA] = 0 to find eigenvalues

« Solve [A —IA] x = 0 to get eigenvectors
to within a multiplicative constant

« Number of different eigenvalues and
eigenvectors

Calrforrsi Sate Unfversity
Northridge

Review Last Lecture

» Gauss elimination for solving equations
and determining rank (number of
linearly independent rows or columns)
* Solution of Ax =b
— No solutions unless rank A = rank [A b]
—Unique if rank A =rank [A b] = number of
unknowns (infinite if rank < unknowns)

— Homogenous equations, Ax = 0: only
solution is x = 0 unless Det A =0 (same as
saying Rank A <n)

Californin State [ niversity
Northridge

Uses of Eigenvalues

« In electrical and mechanical networks,
provides fundamental frequencies

¢ Shows coordinate transformations
appropriate for physical problems

« Provides way to express network
problem as diagonal matrix

« Transformations based on eigenvectors
used in some solutions of Ax = b

Calrforrsi Sate University
Northridge

Eigenvalues and Eigenvectors

 Basic definition (A square): AX = AX

* X is eigenvector, A is eigenvalue

 Basic idea is that eigenvector is special
vector of matrix A; multiplication of x by
A produces x multiplied by a constant

e AX=AX=>AX—-AX=[A-IA]x=0

» Homogenous equations; requires Det [A
—IA] = O for solution other than x = 0

Californin State [ niversity
Northridge
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Det[A — 1A] =0
ay — A & Q3 o &
ay Ay~ A Ay o a,
DeffA-1i]=pet| % & FmA oo B
Ay Ay, Qg o ay — A

» Det[A —I.] = 0 produces an nt" order
equation that has n roots for A. May
have duplicate roots for eigenvalues.

Calrforrsi Sate University
Northridge
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Two-by-two Matrix Eigenvalues

* Quadratic a,—A a,
equation with a A — =
two roots for 21 22

eigenvalues (@, —A)(a,, —A) —a,a,, =
2
A" = (ayg + ) A + 813y, — a8, =0

» Eigenvalue solutions

A

N~
Californi State Unhersity = N
Nl)l‘lhll'illg(‘ DetA) 7

Two-by-two Matrix Eigenvalues

« Write \/(a, +a,)’ —4DetA as
« Add the two solutions to get

%MZ:(au+a;2)+f+(au+a§z)—f

« Multiply the two solutions to get

Ay :[(au +ay)+ \/7][(5111 +85) _\/7] _(ay+ 85)° —(\/7)2

=a,; tay

2 2 4
_(ay+ 85)” - (5‘114Jr 85,)” +4Det A —Det A
Northridge ’

Sum and Product

» The results on the previous slide apply
to all matrix eigenvalues

» The sum of the eigenvalues is the sum
of the diagonal elements of the matrix,
called the trace of the matrix

» The product of the eigenvalues is the
determinant of the matrix

Zn: A =zn: a; =Trace A
i=1 i=1

Cabiforni State Unhersity
Nnrthlridge

[T4 =DetA
i=1

Two-by-two Matrix Eigenvectors

* Two eigenvectoTrs: Xay = Xayn x(l)g]T and
X@) = Xon X@d™ (X = X X"
* Substitute each eigenvalue solution, A;,
into (A —IA)x = 0 to find all x; components
(8, - 4 )X(j)l +83,Xj, =0
1 X(jy1 + (80 = 4;)Xjy, =0
Notation: y; is component i of vector y; z is one
vector in a set of vectors with components z,,

Cal .’:|--_|N:|I|-I‘:||nr\'.- 10
Northridge

Two-by-two Eigenvectors Il

« Eigenvector equations are homogen-
eous, so eigenvectors are determined
only within a multiplicative constant

(@, _Zj)x(j)l +a3,Xj, =0

A Xy + (A = 4;) Xy, =0

hd P|Ck X(j)l =
(arbitrary)

(/7«] - an) o= ay
a, (/Ij —ay)

Xim =& Xz =

Cabiforni State Unhersity
Nnrthlridge

Two-by-two Example

« Find eigenvalues and 15
) A=
eigenvectors of A 0 2

1-L. 5
0 2-2
Det[A — 11] = (1-A)(2 = 1) - (0)(5) =0

* Solutions are A, =2 and i, =1

Det[A — 1] =

Cal .’:|--_|N:|I|-I‘:||nr\'.- 12
Northridge
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Two-by-two Example Continued

* Find x(;) components for A; =2 F 5
* Solve [A — Al]x = 0 for x;) components| 0 2
(L= 2) Xy +5X 2 = —Xan +5Xg), =0
0Xgy +(2— 2)x(1)2 = 0Xgy, +0x,y, =0

» One equation in two unknowns

* Pick Xay2 = @ then X, = 5a from first
equation

* Eigenvector X, is [Sa "

Californin State [niversity 13
Northridge

|

Two-by-two Example Concluded

* Next find x,, components for A, = 1

* Same as approach for finding x;,
(L=D)Xz1 +5X% 5, = 0%, +5X 5, =0
0X (g +(2=1) X3y, = 0X 5y +1X 5, =0

* Both equations give X, =0

* Pick X(p); = B (With X, = 0, X(»); can be any
value and still satisfy each equation)

¢ X(2) =[B O

Nnrlllrulgt “

1 5]
o 2

Check Two-by-two Example

1 5T 527 [(1)6a)+6) (@)
A = {o 2}{ } - {(0)(505) . (2)(a)}

3 10« _y 5a —ix

N 2a| a = @
A |1 B[A]_[ @) +E)0)
@710 2] 0] [(0)(A)+(2)(0)

LA

Californin State [ niversity
Northridge

Eigenvector Factors

* 2 x 2 example showed Ax = AX,
regardless of choice of a and f8

e This is general result

* We can pick one eigenvector compo-
nent; typical choices are to make
eigenvector simple or a unit vector (with
unit length)

o] ] | sofl] 2ol

Nl)l‘tlll‘l(lgt 1

How Many Eigenvalues?

* An n x n matrix has k < n distinct
eigenvalues

« Algebraic multiplicity of an eigenvalue,
M,, is the number of roots of Det[A — IA]
= 0 that have the same root, A

» Geometric multiplicity, m,, of eigenvalue
is number of linearly independent
eigenvectors for this A

Californin State [ niversity 17
Northridge

Multiple Eigenvalue Example

2 2 -6 2-4 2 -6
A=l2 -1 -3| A-1a=| 2 -1-1 -3
-2 -1 1 -2 -1 1-2

Det(A—12) = (2— 2)(=1- A)(1- 1)+ (2)(~1)(~6)
+(=2)(9)(-3) - (-2)(-1-2)(-6) - (9)(2)A- 1)

—2-DED(B) =B +22+41-2+12+12+12
+121-44+44-6+31=-2+21 +204+24=0

Calrforrsi Sate University 18
Northridge
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Det(A—12) = (A +2)(A+2)(1-6)=0

 Solutions are A = 6, -2, -2
e )\ =-2 has algebraic multiplicity of 2
» Find eigenvector(s) from (A — 12X, =0

2= 2 =6 | Xion * Look at

2 —1—}4( -3 X(k)z =0 }\‘k =_2
—2 -1 1-A | x| |0

Northridge 1

Multiple Eigenvalue Example Il

2-(-2) 2 6 x| [0
2 -1-(2) -3 [Xe|=|0
-2 1 1-(-2) | X | |0

4 2 6] x| [0

» Apply Gauss
2 1 =3[ X4 =0

elimination to

~2 -1 3%, [0 these equations
4 2 —6_ X(k)l 0 d PiCkX(k)g

) 0 0 0 |Xu|=|0 and Xy,

Norihridge [0 0 0 | x| [0 -

Multiple Eigenvalue Example IV

Xq2 then
0 0 0 |x,,|=|0 (3
()2 6x(k)3 - 2x(k)2
0 0 0 | Xy 0 X1 = 74

* Pick Xgy3 =2 and Xy, = 0 => Xy, = 3

» Two linearly 3 -1
independent _ -
eigenvectors @~ X =| 2

csdQLAS -2

Northridge *

Continue Example for A;= 6

2-6 2 —6 % 0
(A-12)Xp=| 2 -1-6 -3 |X,|=0=|0
—2 -1 1-6] X, 0

-4 2 —6|Xg | |0
2 =7 -3|Xg,|=|0
-2 -1 -5]xgs| (O

* Apply Gauss
elimination to
these equations

-4 2 -6 Xan 0] PiCkX(3)3
0 -6 —6|Xg,|=|0 =1=>

Noriheidgd 0 0 0 | xg,| 0] X@2=-1

Example Results

-4 2 -6 Xgy 0 X _ 5% = 2%
(3)1

0 —6 —6|Xg,|=|0 -4
6(1)—2(-1)

0 0 0] X [O R R

 Eigenvalues A, = -2, A, = -2, A; = 6 have
eigenvectors shown below
3

-1 -2

Xo=| 0 Xo)=| 2 X =| 1

2 0 1
Rty g

ME 501A -- Seminar in Engineering
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Eigenvector Linear Dependence

+ Can we have Xy + 0pX(p) + 05X = 0
without o; = a, = a3 = 0?

3 -1 -2 0]

Xy + X T AXg =ay| 0|+, 2 |[+a,| -1|=0=0

2 0 1 0

3-1-2|¢ 0
02 -1fa,|=|0
20 1]a) |O

Cal .’:|--_|N:|I|-I‘:||nr\'.- 24
Northridge

« Homogenous equations
have o, =a, = a; =0 if
matrix has full rank

Page 4
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* Matrix has full rank it its determinant is
not zero
3-1-2 (D) +(0)(0)(-2) +
Det 0 2 -1|=(2)(-D(-D-(2)(2)(-2)-
20 1] (OFEIO-3O0)(-D)=15

* Since determinant is not zero, the only
solutionis a; = a, = a3 =0, SO
eigenvectors are linearly independent

25

Cabiforni State Unhersity
Nnrlhlritlge

In This Example AX = XA

2 2 -6|3-1-2 -6 2 -12
AX= 2 -1 -3|0 2 -1|={0 -4 -6
-2 -1 1|20 1 -4 0 6

3-1-2 ::Z__O__U: -6 2 -12
XA=0 2 =110 -2 0= 0 -4 -6

201:006'—406

Ais diagonal matrix of eigenvalues
W|II show this as general result next class
Nl)l‘ll‘ll‘l(lg(

26

Quadratic Forms

» Use general notation for transpose of

column vector xl,, = xm o
_ [*21

=[xy xp o xf) x.1

n

» Write general quadratic formula as a
vector formula with symmetric a;,

_yN N _
Q=3¥  Th-y @i xixp = xTAX
(Ax)j1 = Thoq apexpy xTAx= TN, x7;(Ax) 4
Tay— SN §N T _yN yN
X A>f— Yim1 Zk=1%1:Qik X1 = D=1 Lk=1 FikXiXk

Cabiforni State Unhersity
Nnrthlridge

27

Quadratic Forms Il

* Theorem 2 in Chapter 8 of Kreyszig
says that symmetric matrices have
orthogonal eigenvectors
— For an orthogonal matrix, X1 = XT
— Can get orthonormal eigenvectors

* Theorem 4 in Chapter 8 of Kreyszig
shows that if an (n x n) matrix, A, has a
basis set of eigenvectors as columns in
an (n x n) matrix, X, D = X1AX is a

.diagonal matrix of eigenvalues
Nl)l‘thl‘l(lg(

28

Quadratic Forms Il

If D = XTAX, then XD = XX1AX = AX

and XDX1 = AXX1=A

Quadratic forms, Q = xTAXx, will have a

symmetric A matrix, which will have an

orthonormal eigenvalue set: X1 = XT

e For Q = xTAx, with A = XDX1 = XDXT if
X is orthonormal, X1 =XTso Q = xTAx
= XTXDXTx

» Definey = XTx = XIx so x = Xy

State [infersity 29

Nl)l‘thl‘l(lg(

ME 501A -- Seminar in Engineering

Quadratic Forms IV

e From Q = xTXDX"x and y = XTx: Q = xTXDy
* We can write X™X = (XTx)T = yT so Q yTDy

)\.3
/ !lyl

=1 Y2 Y3]|Aya| = Myl + Ayi + Asyi

4y3 y, are principal
coordinates .

Q=1 ¥

Calbiforni State University
Nnrthlridge
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* Find principal coordinates for quadratic
equation: Q = xTAx = 128, where

A=—1175 17 [ ]

* Solution steps:

— Find eigenvalues (1, A,) and normalized
eigenvector matrix X = [X;, X»] for A

— Find principal coordinates, y = XTx

— Solution is Q = yTDy = A,y3 + 4,3

Californin State [niversity 31
Northridge

Sample Problem I

* Find principal coordinates for quadratic
equation: Q = Ax =128

Sample Problem 1l

* Find eigenvector for A, = 32
(@-1Ihx = [17—1532 17 —1532] [2] = [8]
Both equations give X, = -
* For both eigenvectors pick x, = 1 to get
eigenvectors Xy = [1 1]7; X, = [[1 1]7
« Divide by V12 + 12 = /2 for normalized
Xy = [1V2 IV2]T; Xy = [-1W2Z 1N2]T

1 St U

Nl)l‘tlll‘l(lgt %

_[17 —15
A=y 71 *=Ll
Det(A—I\) = (17 — A)Z —(15)2=0 A= 322
* Find eigenvector for A; = 2
_[17 — 2 —-15 0
(A_”‘)x‘[ 17—2” ] H
Northridge Both equatlons give X; = X, 32
Sample Problem IV
» Get X from normalized eigenvectors
and find y = X™x . .
/ﬁ a2 i
X=[*n X@)]=
1+ X2
J’:[ ] X'x \/—[ 1 1] ] \/—[xx1+xx2]

¢ Q =128 in terms of eigenvalues and y’s
Q=y™Dy = A1y5 + A2¥5 = 2y] + 32y5 = 128

5 £ 1 32y5/ _
Northridge 128+ 7% 128=1 =

Sample Problem V

 Result can be modified into equation for
an ellipse

2 32
Q yl + yl — 1
128 128 128

2 2
1% _q

2 2
Y1, Y1 _
8_2+2_2_1

Californin State [ niversity 35
Northridge
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